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(57) ABSTRACT 

Embodiments of the invention are directed generally to a 
decentralization of security provisions, improved logging of 
textual and/or graphical data in the network management 
system, and/or the use of low-value keyboard, mouse, and 
compressed video data between the network management 
system and the managed network. An embodiment of the 
invention includes: a customer appliance coupled to the man 
agement server via a ?rst link; and an interface to a managed 
device coupled to the customer appliance, the ?rst link con 
?gured to transmit input/output (I/O) command signals from 
the management server to the customer appliance, the ?rst 
link further con?gured to transmit compressed computer 
video screen information from the customer appliance to the 
management server. 
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METHOD AND SYSTEM FOR REMOTE 
MANAGEMENT OF CUSTOMER SERVERS 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

The present application is a Continuation-in-Part (CIP) of 
pending US. patent application Ser. No. 10/452,933, ?led 
Jun. 3, 2003, noW abandoned Which claims priority under 
35U.S.C. §119(e) to US. Provisional Patent Application No. 
60/384,392, ?led Jun. 3, 2002. US. patent application Ser. 
Nos. 10/452,933 and 60/384,392 are hereby incorporated by 
reference in their entirety. TWo non-provisional US. Patent 
Applications, entitled “Method and System For Filtering and 
Suppression of Telemetry Data”, US. patent application Ser. 
No. 1 1/151,665, and “Method and System for Relocating and 
using Enterprise Management Tools in a Service Provider 
Model”, US. patent application Ser. No. 11/151,645, ?led 
concurrently hereWith, are hereby incorporated by reference 
in their entirety. 

FIELD OF THE INVENTION 

The present invention relates to the monitoring and man 
agement of devices or appliances using a netWork manage 
ment system and the like. 

BACKGROUND OF THE INVENTION 

In the ?eld of netWork management, various approaches 
are knoWn for the remote monitoring and management of 
customer netWorks. That is, the network management system 
(and its associated tools) is located remotely from the man 
aged customer netWork and devices. The advantage of this 
approach is that a third-party service provider is able to lever 
age management assets across multiple customer netWorks. 
A typical approach to securing knoWn netWork manage 

ment systems is to deploy a bastion host in the support infra 
structure. As the name suggests, the bastion host is relatively 
secure. Typically, the bastion host connects to the managed 
customer netWork via a Virtual Private Network (V PN) or 
similar link. 

There are many disadvantages associated With the use of 
the bastion host and VPN link, hoWever. For example, the 
bastion host provides a single point of vulnerability to attack: 
if a hacker defeats the security of the bastion host, the hacker 
may have direct access to one or more customer netWorks and 

their devices. In addition, knoWn bastion hosts provide lim 
ited transactional audit capability, making breaches of secu 
rity more dif?cult to detect and remedy. Moreover, the VPN 
links betWeen the bastion host and the managed netWork 
typically consume relatively high bandWidth. As a result, 
either netWork management functions operate very sloWly, or 
costly high-bandWidth links betWeen the bastion host and the 
managed netWork are required. 
What is needed is an improved system and method for 

remote netWork management that reduces security risks, pro 
vides improved audit and accountability controls for netWork 
management transactions, and decreases the bandWidth that 
is required betWeen a netWork management system and the 
managed customer netWork. 

SUMMARY OF THE INVENTION 

Embodiments of the invention are directed generally to 
decentraliZed security provisions, improved logging of tex 
tual and/or graphical data in the netWork management sys 
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2 
tem, and/or the use of loW-value keyboard, mouse, and com 
pressed video data betWeen the netWork management system 
and the managed netWork. 
An embodiment of the invention provides a system for 

managing a netWork, including: a management server; a cus 
tomer appliance coupled to the management server via a ?rst 
link; and an interface to a managed device coupled to the 
customer appliance, the ?rst link con?gured to transmit input/ 
output (I/O) command signals from the management server to 
the customer appliance, the ?rst link further con?gured to 
transmit compressed computer video screen information 
from the customer appliance to the management server. 
An embodiment of the invention provides a method for 

processing data in a netWork appliance, including: receiving 
a Nth frame of data from a managed device; receiving a Nth+1 
frame of data from the managed device; determining changed 
pixel information based on a comparison of the Nth frame and 
the Nth+1 frame; and transmitting the changed pixel infor 
mation from the managed device to a management server, the 
method decreasing bandWidth of communications betWeen 
the netWork appliance and the management server. 
An embodiment of the invention provides a method for 

processing data in a management server, including: receiving 
changed pixel information from a netWork appliance; gener 
ating a screen image based on the changed pixel information; 
and logging the screen image, the method decreasing band 
Width of communications betWeen the netWork appliance and 
the management server, the method further facilitating an 
audit of a netWork management session. 
An embodiment of the invention provides a method for 

initiating a communication session in a netWork including: 
displaying a list of customers in a customer list WindoW of a 
graphical user interface (GUI); receiving a customer selection 
from a user based on the displayed list of customers; display 
ing a list of devices in a device list WindoW of the GUI based 
on the customer selection; receiving a device selection from 
the user based on the list of displayed devices; and displaying 
device information in a device information WindoW of the 
GUI based on the device selection, the method simplifying 
interaction With the user. 
Embodiments of the invention also provide for processor 

readable medium having instructions thereon to perform the 
aforementioned methods. 

Advantageously, embodiments of the invention decrease 
security vulnerabilities, improve the accountability of net 
Work management actions, and/or decrease the amount of 
bandWidth required to support remote netWork management. 

Additional features of the invention Will be set forth in part 
in the description Which folloWs, and in part Will be obvious 
from the description, or may be learned by practice of the 
invention. The features of the invention Will be realiZed and 
attained by means of the elements and combinations particu 
larly pointed out in the appended claims. It is to be understood 
that both the foregoing general description and the folloWing 
detailed description are exemplary and explanatory only and 
are not restrictive of the invention, as claimed. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The accompanying draWings, Which are incorporated in 
and constitute a part of this speci?cation, illustrate several 
embodiments of the invention and together With the descrip 
tion, serve to explain the principles of the invention. 

FIG. 1 illustrates the information How and key components 
in one embodiment of the present invention; 

FIG. 2 is depicts a shared redundant platform in accordance 
With some illustrative embodiments; 
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FIG. 3 is illustrates the information How and key compo 
nents in an embodiment of the present invention using a 
customer jump gate; 

FIG. 4 illustrates the information How and key components 
in an embodiment of the present invention using a softWare 
only deployment; 

FIG. 5 provides an illustrative system vieW of the present 
invention; 

FIG. 6 provides an illustrative con?guration of the present 
invention for a single customer; 

FIG. 7 is a schematic diagram of a functional architecture 
for a netWork management system, according to an embodi 
ment of the invention; 

FIG. 8 is a schematic diagram of a functional architecture 
for a netWork management system, according to an embodi 
ment of the invention; 

FIG. 9 is a How diagram of a netWork connection process, 
according to an embodiment of the invention; 

FIG. 10 is an illustration of a graphical user interface, 
according to an embodiment of the invention; and 

FIG. 11 is a How diagram of a process for communicating 
betWeen an appliance and a management server, according to 
an embodiment of the invention. 

DETAILED DESCRIPTION 

Reference Will noW be made in detail to exemplary 
embodiments of the invention, examples of Which are illus 
trated in the accompanying draWings. Wherever possible, the 
same reference numbers Will be used throughout the draW 
ings to refer to the same or like parts. 

FIG. 1 shoWs an information flow in accordance With some 
illustrative embodiments of the present invention. The event 
delivery system 100 in accordance With embodiments of the 
present invention may include tWo main components. First is 
a client receiver platform 120 (hereafter “control toWer appli 
ance” 120 or “CTA” 120) Which is preferably a rack mount 
able platform deployed in a client cage Which provides store 
and forWard of event information and a secure management 
jump gate to reach client hosts. The CTA 120 may be 
deployed in one-to-one, one-to-many, or many-to-one con 
?gurations depending on customers/partners environment. 
Second is an event delivery server 140 (hereafter a “control 
toWer server” 140 or “CTS” 140) Which provides a uni?ed 
and/ or centraliZed event delivery mechanism for all CTAs and 
other future service platforms. The CTS 140 provides an 
extensible open standard based delivery platform of event 
information into core systems. A single CTS, such as CTS 
140, Will preferably support many customers and is easy to 
scale With additional computing resources. In general, infor 
mation about events to be monitored or managed ?oWs from 
information source(s) (hereafter “agents”) to a CTA 120 and 
then to a CTS 140, from Which the information is then passed 
to appropriate netWork management tools. 

In some embodiments, applications Will include those 
developed in Java. Java provides cross platform support and 
access to many libraries that already support various proto 
cols used by event delivery system 100. This approach also 
provides a high degree of softWare re-use and the possibility 
of creating neW products such as monitoring solutions requir 
ing Zero in cage hardWare footprint. 
CTA 120 and CTS 140 may use extended markup language 

(XML) to share data and con?guration information betWeen 
various components. XML has many advantages over other 
formats including its ability to be extended Without reengi 
neering applications. The event delivery system 100 may 
de?ne an XML schema to describe event information. This 
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4 
schema alloWs any application that supports HTTP and XML 
to deliver events into particular systems (e.g., into SevenS 
pace systems in some embodiments). 
As shoWn in FIG. 1, the event delivery system 100 includes 

the CTA 120 that receives reactive, proactive and/or predic 
tive event information from at least one of managed device 
agents 102, 104, and 106. The CTA 120 preferably includes 
several lightWeight softWare components. While these com 
ponents are preferably targeted to be executed on the CTA 
platform, they could easily be executed on customer or part 
ner hosts or the like to provide Zero or substantially Zero 
hardWare footprint monitoring in cases Where the customer 
only requires monitoring, or monitoring and reporting, on 
servers. 

Devices produce reactive event information, for example, 
When they encounter an error or reporting condition. Reactive 
events are typically delivered in Simple NetWork Manage 
ment Protocol (SNMP), System Log (Syslog) or other suit 
able formats. SNMP/Syslog formats may be considered unre 
liable due to their delivery being over the User Datagram 
Protocol/Internet Protocol (UDP/IP) protocol. Proactive 
events, for example, can be produced by an external entity 
(such as a CTA) polling the device to check its health. Pre 
dictive events, for example, can be produced by an external 
entity (again, such as a CTA) polling the device to collect 
performance metrics of the target device. Reactive, proactive 
and predictive events are collected by the client application 
using appropriate native protocols, such as SNMP trap, 
SNMP, Syslog, Remote Monitoring (RMON), Internet Con 
trol Message Protocol (ICMP) Ping and/or the like. 
The CTA 120 includes reactive event receptors 124, Which 

collect asynchronous events from monitored devices. Prefer 
ably, speci?c receptors may be developed to support the core 
monitoring technologies deployed. These may include a 
SNMP receptor 126 and an Syslog receptor 128. Using this 
model, the CTA 120 can be easily extended to support other 
future monitoring technologies, accommodated in a receptor 
124. Events reported from agents 102, 104 and/or 106 are 
delivered over User Datagram Protocol (UDP) transport. 
UDP does not make provision for the sender to attempt 
retransmission should the receptor be blocked and is not able 
to process the inbound event. To minimiZe the risk of losing 
events, each receptor’s function Will be limited to receiving 
the event and queuing in the native format for additional 
processing. 
The function of a predictive collector 122 is to perform 

SNMP polling operations to collect the appropriate values 
that are queued for delivery. Preferably, a CTS deferred 
reporting engine 154 breaks these requests back into the 
appropriate format for queuing in a data Warehouse, Which is 
included Within enterprise netWork management system 160. 
In preferred embodiments, performing in this manner alloWs 
CT to preserve a near real time reporting capability. 
A proactive polling module 132 provides a heartbeat mod 

ule that delivers predictive monitoring. A heartbeat helps 
identify a properly functioning system from a disabled sys 
tem. For example, if the receptors are not receiving events 
from a customer device, one of the folloWing scenarios is true: 
the device is healthy and is not attempting to send events; or 
the device is hard doWn and not capable of generating events. 
Proactive polling element 132 provides an extra level of con 
?dence that customer hosts are alive by performing SNMP 
“pings” of agents ensuring that, e.g., both the TCP/IP stack 
and agents are alive. The heartbeat Will send the results of the 
“ping” to CTS 140 via an event delivery process. This infor 
mation can be used to present up/doWn information on moni 
tored systems and also validated by a CTS proactive monitor 
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150 to ensure the CTA 120 has checked in Within an appro 
priate WindoW and all monitored servers are Well. 

With the successful reception of event data from the man 
aged devices by the CTA 120, an extensible mark-up lan 
guage @(ML) encapsulation, encryption and delivery module 
134 begins a delivery phase to transport the data to a set of 
data monitoring and management tools. Each type of event 
received is encapsulated, for example, in the form of an XML 
message using prede?ned XML schemas. The XML message 
is encrypted, preferably using a common encryption protocol, 
for example, TWo?sh, BloW?sh, Data Encryption Standard 
(DES), Advanced Encryption Standard (AES), or the like. 
Encrypted XML messages are delivered via Hyper Text 
Transfer Protocol (HTTP) protocol betWeen CTA 120 and 
CTS 140. Should the connection betWeen the CTA 120 and 
CTS 140 be unavailable, or the connection quality be deemed 
unsuitable for transport, the CTA 120 may look for alternative 
CTS servers located in diverse locations. If these are not 
available, the CTA 120 may act in a store and forWard mode 
until such time that the connection is of su?icient quality to 
deliver event information. 
An HTTP transport module 136 is responsible for the 

actual delivery of events from CTA 120 to CTS 140. It oper 
ates on the push paradigm and only requires an outbound 
channel from the customer’s netWork to CTS 140 to operate. 
Events are encapsulated in either HTTP or HTTPS protocol 
for delivery. Con?dentiality of the event tra?ic leaving the 
CTA 120 may be maintained by having the XML message 
encrypted before transmission. Thus, the system can achieve 
bene?ts of HTTPS Without the overheads associated With that 
protocol. Using this mode of operation, the CTA 120 can 
sustain, in some embodiments, hundreds of events per sec 
ond. Additionally, the HTTP protocol is also customer 
friendly in that most customers already permit outbound 
HTTP connections through their ?reWalls. 

Data from the CTA 120 is passed via an Internet transport 
138 to the CTS 140. (The data path betWeen the CTA 120 and 
the CTS 140 is further depicted in FIG. 6.) Referring still to 
FIG. 1, While the CTS 140 may be designed to support the 
CTA 120 information, its open nature facilitates simple inte 
gration With future monitoring technologies. These include, 
for example, neW agents and data collection products. The 
CTS 140 may also be deployed in multiple locations to pro 
vide geographic failover or event routing or the like. 
An HTTP transport module 142 in the CTS 140 performs 

the actual receiving of events from the CTA 120 to the CTS 
140. Data is passed from HTTP transport module 142 to an 
XML reception, decryption, and decomposition module 144 
for further processing With the CTS 140. 

The XML reception, decryption, and decomposition mod 
ule 144 provides a reception and decomposition layer to 
ensure the successful delivery and acknoWledgement of 
information from the CTA 120. Prior to an acknoWledgement 
being issued, the information is checked for errors in data 
transmission using an md5 checksum or other method of 
checksum. Should the event fail its consistency check, the 
CTS 140 Will preferably issue a failure status causing the 
event to be re-queued by the CTA 120 for retry delivery. As 
the CTS 140 receives each message, an acknoWledgement is 
provided to the client instructing it that the message Was both 
received and undamaged in transport. At this point, the client 
is permitted to remove the message from its outbound queue. 
An event conversion, augmentation, enrichment module 

146 may include some or all of the folloWing features. Pref 
erably, events are received by the server (CTS) application 
delivered over the HTTP protocol. The integrity and con? 
dentially of these events are validated by the CTS application 
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6 
in module 146. Con?rmation of successful reception is pro 
vided to the CTA application. CTS application decrypts event 
message to its XML message format. The XML message is 
augmented and enriched With additional contextual informa 
tion. Preferably, conversion of any values such as IP 
addresses or host name references is performed by an XSL 
translation. 
The proactive monitor 150 provides both a remote health 

check of all CTA/monitored devices and the simple up/doWn 
state of the device (e.g., shoWn by, for example, Spyglass or 
other proprietary applications that alloW a client to vieW infor 
mation stored in the CTA). In this regard, the heartbeat moni 
tor preferably interfaces both With a client vieWing applica 
tion (e.g., Spyglass) and an object server. An object server 
provides a database that holds information to be presented to 
operators of the enterprise monitoring system tools so that 
neW events can be identi?ed and acted upon as they arrive. 
Preferably, should the heartbeat monitor detect a CTA that has 
not checked in Within a pre-determined time or a customer’ s 
device that also has not checked in, an event can be generated 
to create an alert (e.g., to alert an operations center of the 
outage). 
The enriched XML message is converted to its original 

native format (typically, SNMP trap, Syslog or another for 
mat) before being presented to tools supporting these native 
protocols (e.g., enterprise monitoring system) for presenta 
tion to analysts for evaluation. A predictive reporting module 
148 inserts reporting data captured by the CTA 120 into a 
system (e.g., SevenSpace Inc.) data Warehouse Where it is 
available for reporting and trending. 
When the originating device delivers events via SNMP to 

the CTA 120, it is necessary to enrich these events before 
presenting to the operations center. In this mode of operation, 
an SNMP event generator 154 reconstitutes the SNMP as an 
SNMP trap Which looks identical to the event arriving at CTA 
120 With any changes made during transformation. The event 
generator 154 preferably sends to a local probe Within enter 
prise netWork management system 160 that contains rules to 
set severity and augment With any local inventory informa 
tion. Preferably, address translation is performed at this point 
to cover customers Who may have overlapping address 
spaces. 

Per a similar model as the SNMP event generator 154, raW 
Syslog information is often too generic to be presented to a 
GMOC engineer for evaluation. In a Syslog event generator 
156, the event may be reconstituted as a Syslog message and 
delivered to the local Syslog probe for evaluation against the 
Syslog rule set. Preferably, address translation is performed at 
this point to cover customers Who may have overlapping 
address spaces. A similar process is also used for an other 
events generator 152. 

Using the CTA 120 and CTS 140, event data is successfully 
and securely transferred from the managed devices to the 
enterprise netWork management system 160. The enterprise 
netWork management system 160 comprises a variety of data 
management tools knoWn in the art to monitor, manage and 
report event data. 

In preferred embodiments, the CTA 120 includes a rack 
mountable server With minimal CPU, memory and/or disk 
requirements and that alloWs a variety of vendors to be con 
sidered. In some embodiments, the operating system can be, 
e.g., a custom Linux Release to Manufacturing (RTM) distri 
bution built to support speci?c CTA functions With all redun 
dant applications stripped aWay. This distribution can be, e. g., 
heavily forti?ed With security features such as, e.g., Linux 
IPCHAINS stateful inspection ?reWall, Secure Shell (SSH), 
TripWire and/or appropriate ?le system permissions to lock 
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doWn the functions further. In addition, a journaling ?le sys 
tem is preferably selected Which may improve both perfor 
mance and reliability of the platform. 
CTS 140 provides a highly scalable platform to support 

event delivery and/ or preferred polling support. A variety of 
server platforms may be used for CTS 140. In some embodi 
ments, e.g., Sun Solaris based servers can be used to support 
the CTS 140 platform. These servers can run, e.g., Apach 
e.RTM. Web server With java servlet support. 

FIG. 2 provides an illustration of hoW the present invention 
can be con?gured With a shared redundant platform. Data 
from managed devices collected at CTA’s 202, 204, 206, and 
208 is passed via the Internet to one of tWo CTS locations 210 
and 212. In this con?guration, the CTS is deployed in mul 
tiple locations to provide geographic failover or event rout 
ing. For example, the system may be con?gured With a default 
that sends data from CTA 202 to CTS location 210. If the 
connection to CTS location 210 is interrupted or if CTS 
location 210 is otherWise inoperable, data from CTA 202 can 
alternatively be sent to CTS location 212. As another 
example, the system may be con?gured With defaults so that 
a particular type of data (e.g., proactive polling data) is sent to 
CTS location 210, While another data type (e.g., reactive 
SNMP data) is sent to CTS location 212. HoWever, all data 
could be sent to one CTS, in the event of a failure at one of 
either CTS location 210 or 212. 

FIG. 3 illustrates the information How and components of 
an event delivery system using a customer jump gate and 
other additional modules. Refer to jump gate module 162. A 
management company may require full management access 
to customer devices to perform fault remediation and root 
cause analysis. Management access can provide a number of 
challenges from both IP connectivity and security fronts. Use 
of CTA 120 can solve these issues by, e.g., using soft VPN’s 
betWeen metaframe management hosts distributed across the 
management company’s infrastructure directly to the CTA 
120. Once connected and authentication has taken place, CTA 
120 may provide a jump point to manage customer devices. 
This approach can, e. g., resolve the need for netWork address 
translation to be performed since CTA 120 can, e.g., both 
have a public Internet address and be connected to, e.g., the 
customer’s locally allocated address space de?ned by, for 
example, RFC1918. 

In preferred embodiments, CTA 120 supports at least 
some, preferably all, of the folloWing management protocols: 
1 Protocol Use Telnet Basic netWork equipment (such as, e.g., 
Cisco) SSH Unix based hosts and encryption aWare netWork 
devices X Unix hosts requiring X-WindoWs management 
tools Virtual Network Computing (VNC) Support for VNC 
including tightlib compression and encryption and WindoWs 
and Unix platforms WindoW Terminal Services (RDP) Win 
doWs 2000 HTTP/S Launching Web broWsers to locally 
adminstrate applications (such as, e.g., Netscape admin 
server) PCAnyWhere Support for WindoWs servers running 
PCAnyWhere protocols 
Jump gate 162 can be used to unify these access methods to 

a single host to simplify remote support. 
Refer noW to event ?ltering module 164 of FIG. 3. Most 

devices capable of generating events make no provision to 
selectively chose events to send other than basic severity level 
settings. Event ?lter 164 provides a mechanism to squelch 
types of events or hosts from delivering information to the 
CTS 140. In some embodiments, ?ltered events are de?ned 
using XML shoWing the event schema ?eld to search for and 
the string to match Within the ?eld. These strings may be 
expressed, e.g., as regular expressions to provide multiple 
matching (Wildcards). 
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A data persistence layer 166 permits CTA 120 to operate in 

store-and-forWard mode should the Internet connection to the 
CTS become unavailable. In this mode, the CTA 120 queues 
events for future delivery to ensure no events are lost in 

transit. In some embodiments, persister 166 only permits 
events from being “dequeued” on con?rmation of event 
reception from the CTS 140. Thus, the system may be used to 
provide reliable delivery of events over potentially unreliable 
transport (such as, e.g., over the Internet). Each event is 
acknowledged by the CTS 140 on reception and only at this 
time are events “dequeued” by the persister. Corresponding to 
data persister 166, data persister 168 in the CTS 140 performs 
the same function for information transmissions from the 
CTS 140 back to the CTA 120. 
CTA requires several items of metadata to describe a cus 

tomer environment and support core operations. This may 
include, e. g., inventory information, address translation, poll 
ing intervals and/or values to be collected by the data collec 
tor. Collection and processing of this data is accomplished 
through metadata manager 170. Preferably, all metadata 
Within the CT is stored in XML format. Among other things, 
this may provide a high degree of portability and/ or easy 
interaction With CT components. In preferred embodiments, 
metadata is hosted on the CTS and transferred to the CTA on 
star‘tup and con?guration changes. Among other things, this 
mode of operation may alloW for rapid sWap outs of hardWare 
should a failure occur. 

In some illustrative embodiments, substantially any man 
agement company’ s support personnel With knoWledge of the 
customer’s systems Will be able to provision the CTA 120. 
Preferably, the CTA 120 accomplishes such ?exibility by the 
custom Linux.RTM. distribution being preloaded onto each 
CTA in base con?guration. On ?rst boot of the server, a series 
of questions Will preferably drive the addressing, con?gura 
tion and/or startup of CTA 120. Once deployed to a customer, 
CTA 120 Will immediately make contact With the manage 
ment company pushing its con?guration back for archival. 
Should the CTA 120 suffer hardWare failure, a process Will 
preferably be provided to activate this backed up con?gura 
tion on a clean box before reshipping. This automated 
approach minimiZes deployment and support activities and 
leverages customer engineers Who have detailed knoWledge 
of a particular deployment. 

Finally, FIG. 3 also depicts an XML parsing module 172 in 
CTS 140. XML parser 172 intercepts inbound messages from 
CTA and selects the appropriate interpreter to handle the data. 
This may be accomplished, e.g., by interpreting the XML 
data type ?eld to select the correct handler to process the 
event. 

FIG. 4 depicts an embodiment of the present invention 
using a substantially softWare deployment. In many cases, it 
is desirable to deploy the monitoring/reporting features of CT 
Without or substantially Without the additional co st of deploy 
ing a hardWare solution. Particularly, for example, if a moni 
toring and/ or management company is performing service on 
a limited number of hosts, a third party is providing the hands 
on remediation or is trailing such services. 

In some embodiments, re-using the lightWeight compo 
nents of the CTA architecture, it is possible to deploy a mini 
mal interface to alloW the monitoring application agent (such 
a SysEdge.TM. agent) to fully interoperate With a CTS over 
the Internet using only push technology. This requires no 
inbound access to the customer netWork. Using this mode of 
operation alloWs a monitoring and/or management company 
to leverage its investment in the monitoring application and 
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the effort in building out application speci?c con?guration 
?les to customers Who do not Warrant the deployment of a 
server solution. 

In this model, the monitoring application may be con?g 
ured to send event SNMP traps to its loop back address (back 
to itself Without traversing doWn to the physical layer) Where 
the receptor Would process the event and deliver to the CTS. 
Moreover, the data collector and heartbeat modules may be 
deployed to provide proactive reporting and proactive moni 
toring services. In preferred embodiments, the overhead 
should be minimal and should comfortably run on many Web, 
database and/ or application server(s). 

FIG. 5 provides an illustrative system vieW of the control 
toWer applied in a multiple client environment. Generally, 
CTA’s may be deployed in one-to-one, one-to-many, or 
many-to-one con?gurations depending on customers/part 
ners environment. In FIG. 5, Customer Managed Device 
(CMD) 502 is connected in a one-to-one relationship With 
CTA 512. CMD 504 and CMD 506 are connected With CTA 
514 in an exemplary one-to-many relationship, so that both 
customers are able to report events from managed devices to 
single a CTA. A one-to-many relationship may be useful, for 
example, for customers With combined number of managed 
devices beloW the connection capacity of the CTA hardWare 
to provide hardWare cost savings. CMD 508 is connected With 
CTA in an exemplary many-to-one relationship, so that a 
single customer provides reporting data to more than one 
CTA. A many-to-one relationship may be useful, for example, 
for a customer Who has a total number of devices that exceeds 
the connection capacity of a single CTA. 

Still referring to FIG. 5, data transmitted to and from 
CTA’s 512, 514, 516, and 518 may be securely transported 
via the Internet to a cluster of CTS’s 520, including one or 
more CTS’s. A single CTS Will preferably support many 
customers and is easy to scale With additional computing 
resources. Data from each CMD 502, 504, 506, and 508 may 
be directed to an appropriate a local probe Within a set of 
enterprise netWork management tools, such as Syslog probe 
522 or SNMP trap probe 524. Customer data may also be 
routed to a local database connected to CTS cluster 520. 
Additionally, operations of CTS cluster 520 may be managed 
by a separate control toWer manager 528 that is operatively 
connected to CTS cluster 520. Rather than to a CTS, data 
from CTAs 512, 514, 516, and 518 may also be securely 
transported via the Internet to a thin client architecture 530, 
such as Terminal Services or SSH clients. 

FIG. 6 is an illustrative con?guration for a single customer 
using one embodiment consistent With the present invention. 
Event data from customer Web servers 312a and 31219 and 
from router 304 are passed to the customer’s CTA 318. Reac 
tive events are typically delivered to CTA 318 in SNMP or 
Syslog formats. Predictive collection and proactive polling 
may be delivered from the CTA to a client device via SNMP 
or ICMP formats. From CTA 318 data is passed over the 
Internet via a standard outbound HTTP connection through 
?reWall 316 and gateWay 319 using XML over HTTP. The 
data is received at CTS 328 located in a data management 
center netWork through gateWay 329 and ?reWall 326. The 
data is received and reformatted in CTS 328 and provided via 
TCP database inserts to an object server 324. The data is 
monitored and analyZed Within data management center. 
Information from data management center is provided for 
access by the client by sending data from Citrix® manage 
ment server 322 back to CTA 318 via a virtual private netWork 
(VPN). Numerous other con?gurations using combinations 
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10 
of the above protocols, as Well as those using different pro 
tocols are envisioned Within the scope of the present inven 
tion. 

FIG. 7 is a schematic diagram of a netWork management 
system, according to an embodiment of the invention. As 
shoWn in FIG. 7, a customer netWork 705 is coupled to a 
management netWork 715. In the illustrated embodiment, the 
customer netWork 705 includes a customer ?reWall 735 that is 
coupled to CTA 120 and managed devices 720, 725, and 730. 
The management netWork includes a jumpgate server 745, 
user consoles 750, 755, and 760 coupled to the jumpgate 
server 745 and a management ?reWall 740, also coupled to the 
jumpgate server 745. 

The jumpgate server 745 may be, for instance, a Solaris 9 
server from Sun Microsystems, Inc., and may also be referred 
to herein as a management server. Although jumpgate is a 
proprietary name associated With Sun Microsystems, Inc., as 
used herein, jumpgate refers more generally to gateWay-like 
features. 
The customer ?reWall 735 is coupled to the management 

?reWall 740 via link 710. The customer ?reWall 735 and the 
management ?reWall 740 provide netWork security in the 
conventional fashion. Link 710 may be or include the Internet 
or other netWork con?gured to handle communication 
betWeen netWorks 705 and 715. In the illustrated embodi 
ment, the CTA 120 exists in a DemilitariZed Zone (DMZ) 
outside of the customer ?reWall 735, operating in compliance 
With a security policy of the customer netWork 705. A DMZ is 
computer or small netWork that is functionally positioned 
betWeen a trusted internal netWork and an un-trusted external 
netWork. A ?reWall is a system that is designed to prevent 
unauthorized access to or from a secure network. 

Variations to the embodiment shoWn in FIG. 7 are possible. 
For example, the CTA 120 may be replaced by multiple 
CTA’s in customer netWork 705. LikeWise, the jumpgate 
server 745 may be replaced, for example, With a load-bal 
anced farm of Solaris 9 servers in the management netWork 
715. Moreover, a single management netWork 715 may ser 
vice multiple customer netWorks 705. 

FIG. 8 is a schematic diagram of a functional architecture 
for a netWork management system, according to an embodi 
ment of the invention. FIG. 8 highlights security features of a 
portion of the architecture shoWn in FIG. 7, and emphasiZes 
the functional coupling betWeen the CTA 120 and the jump 
gate server 745. 
As illustrated in FIG. 8, a CTA 120 is coupled to a managed 

device 720 and a jumpgate server 745. Managed device 720 
includes a device login module 805. Further, the CTA 120 
includes a jumpgate application 162 coupled to a CTA login 
module 815. A local CTA console 820 is also coupled to the 
CTA login module 815, although the login module 815 may 
be con?gured so that access to the CTA 120 from the local 
CTA console is limited to root login. The jumpgate server 745 
includes a server login module 825 coupled to a jumpgate 
launcher application 830. The jumpgate launcher application 
830 is code used to establish a link betWeen the jumpgate 
server 745 and the CTA 120. Jumpgate server 745, the CTA 
120, and the managed device 720 each include local security 
modules. 
A user console 750 external to the jumpgate server 745 is 

coupled to the server login module 825. The user console 750 
may include a client Web broWser, for instance a Citrix Web 
broWser or other vieWer to communicate With the jumpgate 
server 745. 

As shoWn, the device login module 805 is coupled to the 
Jumpgate Application 162 via device link 810, the CTA login 
module 815 is coupled to the jumpgate launcher application 
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830 via customer link 710, and the server login module 825 is 
coupled to the user console 750 via user link 835. The device 
link 810 may be an Ethernet or other protocol, and typically 
functions as a Local Area NetWork (LAN). Customer link 710 
and user link 835 may each utiliZe the Internet in a Wide Area 
NetWork (WAN) con?guration. Data on links 810, 710, and/ 
or 835 may be encrypted. For example, the user link 835 may 
utiliZe 168 bit Secure Socket Layer (SSL) encryption. But 
there is no requirement that each of the links 840, 710, and 
835 provide the same type or level of encryption. 

In operation, a user at user console 750 seeking access to 
the managed device 720 logs into the jumpgate server 745 via 
server login module 825 via user link 835. Upon authentica 
tion in the server login module 825, the user request is pro 
moted to the jumpgate launcher application 830. The jump 
gate launcher application 830 then couples to the CTA login 
module 815 via the customer link 710. Preferably, the CTA 
login module 815 is con?gured to deny remote access from 
other than a jump gate server 745 having a jump gate launcher 
application 830. Upon authorization by CTA login module 
815, a connection request from the user at user console 750 is 
promoted to the jumpgate application 162. The jumpgate 
application 162 accesses device login module 805 via device 
link 810, and access to the managed device 720 is provided 
according to conventional passWord mechanisms. 

FIG. 9 is a How diagram of a netWork connection process, 
according to an embodiment of the invention. As shoWn in 
FIG. 9, the process begins by authenticating a user at the user 
console 750 in step 905. Where the user console 750 includes 
a Citrix Web broWser, the server login module 825 may be 
con?gured to only accept login requests from a Citrix client. 
Authentication step 905 may include tWo parts: a ?rst login to 
establish a HTTP connection, and a second login to the jump 
gate launcher application 830. Preferably, user privileges 
associated With jumpgate launcher application 830 may be 
constrained by predetermined authoriZations associated With 
the user being authenticated in step 905. In embodiments of 
the invention, the user console 750 can only obtain access to 
the server login module 825, jumpgate launcher application 
830, and no other applications Within the jumpgate server 
7 45. 

Next, the process displays a list of multiple customers to 
the user in step 910. The execution of step 910 is an example 
Where execution may be limited by predetermined user privi 
legesiall users may not have access to all customer net 
Works. Upon receipt of a customer selection from the list of 
multiple customers in step 915, the process displays a list of 
multiple devices in step 920. Then, upon receipt of a device 
selection from the list of multiple devices in step 925, the 
process displays information for the selected device in step 
930. The information displayed in step 930 may include, for 
example, the make and model of the device, the device IP 
address, an identi?er for the CTA associated With the device, 
and an IP address for the associated CTA. 

In step 935, the process receives a request to shoW device 
passWord information; in response, the process displays 
device passWord information in step 940. The device user 
name and passWord information is that required by device 
login module 805. In executing step 940, the process may 
obtain such information from a passWord vault application 
(not shoWn). The link to the passWord vault application, and 
the credentials (usemame and passWord) themselves, are 
preferably encrypted. Moreover, access to such credentials 
may be limited according to predetermined user privileges. 

In step 945, the process receives a request for connection to 
the selected device; in response, the process establishes a 
connection to the CTA 120 in step 950, and a connection to 
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the selected device in step 955. The session betWeen the 
jumpgate server 745 and the CTA 120 may utiliZe Secure 
Shell (SSH/SSH2) protocol. 
From the perspective of a user at the user console 750, step 

945 provides one-click connection to the selected managed 
device. But the user console 750 does not actually have a 
direct connection to the managed device 720. Instead, the user 
console 750 establishes a limited connection to the CTA 120 
via the jumpgate server 745 (as Will be described further 
beloW), and the CTA 120 has a direct connection to the 
managed device 720. 

Preferably, one or more steps associated With user access 
and/or the launch of softWare applications are logged for 
future audit and accountability control. For example, textual 
data associated With each ofsteps 905,915,925, 935, and 945 
may be logged in data log step 960, and such data may be 
retained according to a prede?ned data retention policy. 
RevieW of, and access to, the logged data may be restricted. 
Not all steps illustrated in FIG. 9 are required. For example, 

a user at user console 750 may not require device passWord 
information. In this instance, steps 935 and 940 may be omit 
ted. 

FIG. 10 is an illustration of a graphical user interface 
according to an embodiment of the invention. The Graphical 
User Interface (GUI) shoWn in FIG. 10 may be displayed on 
the user console 750 during execution of the process 
described above With reference to FIG. 9. 
As shoWn in FIG. 10, the GUI may include a customer list 

WindoW 1005. The customer list WindoW 1005 facilitates 
displaying step 910 and selection step 915.As illustrated, four 
customers are listed in the customer list WindoW 1005, and a 
user has selected CUSTOMER A. The illustrated GUI also 
includes a device list WindoW 1010. The device list WindoW 
1010 facilitates displaying step 920 and selection step 925. As 
illustrated, four devices (DEVICE 1, DEVICE 2, DEVICE 3, 
and DEVICE 4) are associated With CUSTOMER A, and a 
user has selected DEVICE 2 in the device list WindoW 1010. 
The GUI illustrated in FIG. 10 includes a device information 
WindoW 1015 to facilitate display step 930. As illustrated, 
device information WindoW 1015 includes information asso 
ciated With DEVICE 2. The information displayed in infor 
mation WindoW 1015 may include, for example, the make and 
model of the device, the device IP address, an identi?er for the 
CTA associated With the device, and an IP address for the 
associated CTA. 
The illustrated GUI also includes passWord button 1020 

associated With step 935, and run button 1025 associated With 
step 945. The passWord button 1020 is used to request pass 
Word information, such as a usemame and passWord, associ 
ated With the selected managed device. The run button is used 
to request a connection to the selected managed device. 

The foregoing descriptions With reference to FIGS. 8, 9, 
and 10 described (among other things) a system, method, and 
GUI, respectively, for establishing a communication session 
from the user console 750 to a managed device 720. Once 
such a session is established, loW-bandWidth communica 
tions are utiliZed on link 710. More speci?cally, session com 
munications from the jumpgate server 745 to the CTA 120 are 
preferably limited to keyboard, mouse, or similar Input/Out 
put (I/O) command signals, and communications from the 
CTA 120 to the jumpgate server 745 are preferably com 
pressed computer video screen information. 

FIG. 11 is a How diagram of a process for communicating 
betWeen an appliance and a management server according to 
an embodiment of the invention. FIG. 11 illustrates a step 
1105 for generating the compressed video screen informa 
tion, Which may be performed in the CTA 120. FIG. 11 also 



US 7,904,536 B2 
13 

shows subsequent processing steps 1110 that are preferably 
performed in the jump gate server 745. 
As shoWn in FIG. 11, the process begins in step 1115 by 

receiving an Nth frame of computer video screen data from a 
managed device. Next, in step 1120, the process receives an 
Nth +1 frame from the managed device. The Nth+l frame is a 
next or subsequent frame of computer video screen data With 
respect to the Nth frame. Then, in step 1125, the process 
determines changed pixel information based on a comparison 
of the Nth frame and the Nth +1 frame. The process transmits 
the changed pixel information to the jumpgate server 745 in 
step 1130. 

Turning noW to step 1110, the process receives the changed 
pixel information in step 1135, generates a screen image 
based on the changed pixel information in step 1140, then 
logs the screen image in step 1145. The screen information 
logged in step 1145 compliments the user action and appli 
cation data logged in data log step 960, providing improved 
auditability and accountability for activity related to netWork 
management resources. 

The embodiments of the invention described above may be 
used separately or in any combination, according to design 
choice. Other embodiments of the invention Will be apparent 
to those skilled in the art from consideration of the speci?ca 
tion and practice of the invention disclosed herein. It is 
intended that the speci?cation and examples be considered as 
exemplary only, With a true scope and spirit of the invention 
being indicated by the folloWing claims. 
What is claimed is: 
1. A system for managing a netWork, comprising: 
a management server; 
a customer appliance; 
an interface to a managed device coupled to the customer 

appliance; 
a customer ?reWall coupled to the customer appliance and 

the managed device, such that the customer appliance 
and the managed device are coupled to a ?rst link via the 
customer ?reWall; and 

a management ?reWall coupled to the management server, 
such that the management server is coupled to the ?rst 
link via the management ?reWall; Wherein, 

the ?rst link is con?gured to transmit a loW bandWidth 
signal betWeen the management server and the customer 
appliance, 

the customer appliance receives a Nth frame of data and a 
Nth+l frame of data from the managed device, deter 
mines changed pixel information based on a comparison 
of the Nth frame of data and a Nth+l frame of data and 
transmits the changed pixel information to the manage 
ment server, and 

the management server receives the changed pixel infor 
mation from the customer appliance, generates a screen 
image based on the changed pixel information and logs 
the screen image. 

2. The system of claim 1, further comprising at least one 
user console coupled to the management server, the at least 
one user console including a vieWer for communicating With 
the management server. 

3. The system of claim 2, Wherein the user console includes 
a graphical user interface (GUI), the GUI having a customer 
list WindoW and a device list WindoW, the device list WindoW 
con?gured to display a list of devices associated With selec 
tion of a customer in the customer list WindoW. 

4. The system of claim 3, the GUI having a device infor 
mation WindoW, the device information WindoW con?gured to 
display information associated With a device selected in the 
device list WindoW. 
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5. The system of claim 1, Wherein the customer appliance 

is in a DemilitariZed Zone (DMZ) With respect to the cus 
tomer ?reWall. 

6. The system of claim 1, Wherein the management server 
includes a launcher application, the customer appliance con 
?gured to reject remote login from other than the manage 
ment server. 

7. The system of claim 1, Wherein the loW bandWidth signal 
comprises input/output (l/O) command signals including at 
least one of a keyboard-generated signal and a mouse-gener 
ated signal transmitted from the management server to the 
customer appliance. 

8. The system of claim 1, Wherein the loW bandWidth signal 
comprises compressed computer video screen information 
including changed pixel information transmitted from the 
customer appliance to the management server. 

9. A method for processing data, comprising: 
a customer appliance: 

receiving a Nth frame of data from a managed device; 
receiving a Nth+l frame of data from the managed 

device; 
determining changed pixel information based on a com 

parison of the Nth frame and the Nth+l frame; and 
transmitting the changed pixel information to a manage 
ment server, Wherein, 

an interface to a managed device is coupled to the customer 
appliance, 

a customer ?reWall is coupled to the customer appliance 
and the managed device, such that the customer appli 
ance and the managed device are coupled to a ?rst link 
via the customer ?rewall, and 

a management ?reWall is coupled to the management 
server, Wherein the management ?reWall is coupled to 
the customer ?reWall via the ?rst link. 

10. The method of claim 9, further comprising receiving 
input/output (l/O) command signals in the customer appli 
ance from the management server. 

11. A processor-readable medium, the processor-readable 
medium having instructions stored thereon, the instructions 
con?gured to perform a method for managing data over a 
netWork, the method comprising: 

a customer appliance: 
receiving a Nth frame of data from a managed device; 
receiving a Nth+l frame of data from the managed 

device; 
determining changed pixel information based on a com 

parison of the Nth frame and the Nth+l frame; and 
transmitting the changed pixel information to a manage 
ment server, 

Wherein, 
an interface to a managed device is coupled to the customer 

appliance, 
a customer ?reWall is coupled to the customer appliance 

and the managed device, such that the customer appli 
ance and the managed device are coupled to a ?rst link 
via the customer ?reWall, and 

a management ?reWall is coupled to the management 
server, Wherein the management ?reWall is coupled to 
the customer ?reWall via the ?rst link. 

12. The processor-readable medium of claim 11, the 
method further comprising receiving input/ output (l/O) com 
mand signals in the customer appliance from the management 
server. 

13. A method for processing data in a management server, 
comprising: 

a management server: 
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receiving changed pixel information from a customer 
appliance, the changed pixel information being based 
on a comparison of an Nth frame of data and an Nth+l 

frame of data; 
generating a screen image based on the changed pixel 

information; and 
logging the screen image, Wherein, 

an interface to a managed device is coupled to the customer 
appliance, 

a customer ?reWall is coupled to the customer appliance 
and the managed device, such that the customer appli 
ance and the managed device are coupled to a ?rst link 
via the customer ?reWall, and 

a management ?reWall is coupled to the management 
server, Wherein the management ?reWall is coupled to 
the customer ?reWall via the ?rst link. 

14. A processor-readable medium, the processor-readable 
medium having instructions stored thereon, the instructions 
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con?gured to perform a method for processing data in a 
management server, the method comprising: 

a management server: 

receiving changed pixel information from a customer 
appliance, the changed pixel information being based 
on a comparison of an Nth frame of data and an Nth+l 
frame of data; 

generating a screen image based on the changed pixel 
information; and 

logging the screen image, Wherein, 
an interface to a managed device is coupled to the customer 

appliance, and 
a ?reWall is coupled to the customer appliance and the 
managed device, such that the customer appliance and 
the managed device are coupled to a ?rst link via the 
?reWall, and the ?reWall is coupled to the management 
server via the ?rst link. 

* * * * * 


